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Abstract: The integration of Artificial Intelligence (AI) in healthcare is often hindered by a lack of trust among 

healthcare professionals, impacting the effectiveness of Human-AI interaction. This study examines how Perceived 

Usefulness (PU) and Perceived Ease of Use (PEOU) influence trust in AI, with trust mediating the relationship 

between these constructs and Human-AI interaction in healthcare settings. Additionally, the researcher investigates 

the moderating role of Cognitive Load, positing that higher cognitive demands may weaken the positive effects of 

trust on Human-AI interaction. By surveying doctors, nurses, and medical technicians in Malaysia, the study aims 

to provide a comprehensive understanding of these dynamics. It is expected to find that increased PU and PEOU 

enhance trust, leading to improved Human-AI interaction, while Cognitive Load may diminish the strength of this 

relationship. Anticipated findings will underscore the importance of designing AI systems that are intuitive, 

beneficial, and mindful of cognitive demands to optimise healthcare outcomes and clinician support. This research 

holds significant commercialisation potential as healthcare organisations increasingly seek AI solutions that enhance 

trust and facilitate effective collaboration between humans and AI. 
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1. INTRODUCTION 

The integration of Artificial Intelligence (AI) into healthcare offers transformative potential by 

enhancing clinical decision-making, improving patient outcomes and healthcare deliveries (Olawade 

et al., 2024)). A key element in the effective deployment of AI in healthcare lies in Human-AI 

Interaction, where healthcare professionals actively engage with AI systems, overseeing AI-driven 

recommendations and ultimately making final decisions (Esmaeilzadeh, 2024). This collaborative 

interaction allows AI to function as a supportive tool while enabling human oversight, particularly 

crucial in high-risk, life-critical tasks (Salloch & Eriksen, 2024).  

Although AI systems offer predictive accuracy and decision support, many clinicians approach them 

with scepticism, often viewing these technologies as complex, difficult to use, or potentially unreliable 

(Chandio et al., 2024). Trust is, therefore, essential in establishing effective Human-AI Interaction, as it 

influences whether healthcare providers are willing to incorporate AI insights confidently into their 
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clinical workflow. While previous studies have established the direct effects of Perceived Usefulness 

(PU) and Perceived Ease of Use (PEOU) on trust in AI within healthcare, their broader influence on 

Human-AI Interaction is less understood (Başar & Erkul, 2024). Specifically, little research has 

examined how trust, shaped by PU and PEOU, impacts healthcare professionals' engagement with AI-

driven decisions (Roy et al., 2024).  

Additionally, the cognitive demands on healthcare professionals interacting with AI further complicate 

Human-AI Interaction (Zhang et al., 2024). High Cognitive Load, resulting from overly complex or 

cumbersome AI interfaces, can reduce a clinician’s ability to monitor and respond effectively to AI-

generated insights (Kumar et al., 2024). This study seeks to address whether Cognitive Load weakens 

the positive effect of trust on Human-AI Interaction in healthcare, potentially hindering AI adoption in 

clinical practice. 

Thus, this study seeks to address the following research objectives: 

1) To examine the impact of Perceived Usefulness (PU) and Perceived Ease of Use (PEOU) on 

healthcare professionals’ trust in AI.  

2) To assess the role of trust in AI as a mediator between PU, PEOU, and Human-AI Interaction 

in healthcare settings. 

3) To investigate the moderating effect of Cognitive Load on the relationship between trust in AI 

and Human-AI Interaction. 

2. THEORETICEL PERSPECTIVES 

The study is based on the Technology Acceptance Model (TAM), which suggests that perceptions of a 

technology's usefulness (PU) and ease of use (PEOU) shape users’ attitudes toward its adoption 

(Taherdoost et al., 2024). Here, PU is the degree to which AI enhances job performance, while PEOU 

reflects how effortless AI is to use. Both PU and PEOU are expected to foster trust in AI, a critical factor 

in whether healthcare professionals adopt and rely on AI systems. Trust acts as a mediator between 

PU, PEOU, and human-AI interaction, enabling healthcare providers to engage with AI in clinical 

workflows more confidently. Trust is seen as essential, especially in scenarios requiring human 

oversight of AI outputs to ensure safety and reliability. 

Additionally, Cognitive Load Theory (CLT) enlightens the role of cognitive load, or the mental effort 

required to use AI, as a moderating factor (Szulewski et al., 2020). High cognitive load from complex 

AI systems can undermine trust and user engagement in human-AI processes, even if trust is initially 

high. Conversely, when cognitive load is low, human-AI interactions become more effective and 

streamlined. This study posits that balancing cognitive load is crucial to optimising human-AI 

interaction in healthcare. 

2.1 HYPOTHESIS DEVELOPMENT  

In this study, Perceived Usefulness (PU) refers to the degree to which healthcare professionals believe 

that AI systems will enhance their clinical performance and decision-making capabilities. Studies have 

shown that when healthcare professionals feel that AI helps them make more accurate or quicker 

diagnoses, they are more likely to find the system useful (Hua et al., 2023). Research on AI 

implementation in healthcare institutions, such as automated medical record analysis, has found that 

faster task completion correlates with increased adoption due to the usefulness perceived by the 

healthcare staff (Ismatullaev & Kim, 2022). AI systems that assist with managing large volumes of 
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patient data, predicting patient outcomes, or streamlining administrative tasks (like scheduling or 

follow-ups) are seen as improving overall productivity (Wysocki et al., 2022). 

H1: Perceived Usefulness (PU) positively affects Trust in AI. 

PEOU emphasises how easily users can interact with AI systems. In the context of AI in healthcare, ease 

of use is essential because healthcare professionals often work in high-pressure environments and need 

systems that are intuitive and efficient. Mouloudj et al. (2023) study shows that technologies perceived 

as easy to use are more likely to be trusted and adopted. Kim et al. (2024) highlighted that if the AI 

system is user-friendly, professionals are more likely to integrate it into their daily routines. Wang & 

Wang (2024) findings demonstrated that AI tools designed with simple, intuitive interfaces can increase 

clinicians' confidence in using them for critical tasks like diagnosis and treatment recommendations. If 

a healthcare professional perceives AI systems as difficult or cumbersome to use, this negatively 

impacts their willingness to adopt the technology, even if the system is perceived as useful (Zhan et al., 

2024).  

H2: Perceived Ease of Use (PEOU) positively affects Trust in AI. 

Trust in AI is a prerequisite for Human-AI interaction, where human oversight is essential to ensure 

ethical and effective decision-making. Prior studies have shown that when trust in AI is high, healthcare 

professionals are more likely to engage in AI-assisted processes, overseeing and validating AI 

recommendations (Esmaeilzadeh, 2024; Jeyakumar et al., 2023). Healthcare-specific studies, such as 

Lukkien et al. (2024), indicate that professionals tend to trust AI when it delivers consistent, accurate, 

and explainable results. Studies like Smith et al. (2023) have found that when clinicians feel confident 

in AI's decision-making process, they are more likely to rely on the system, highlighting trust as a 

central factor in Human-AI engagement.  

H3: Trust in AI positively affects Human AI interaction in healthcare settings. 

When PU is high, healthcare professionals see the AI as valuable, thus fostering trust. This trust, in turn, 

facilitates a more seamless Human-AI interaction because professionals are more inclined to actively 

engage with and rely on AI-driven insights (Hua et al., 2023; Wysocki et al., 2022). Trust thus acts as a 

bridge between recognising AI’s utility and integrating it into clinical workflows. Meanwhile, PEOU 

increases trust by minimising the friction involved in using AI (Nertinger et al., 2022; Nie et al., 2022). 

When trust is in place, professionals are more willing to engage with AI systems, accepting them as 

part of their decision-making process (Dlugatch et al., 2023; Jones et al., 2023). Here, trust intervenes by 

translating the ease of use into a stronger commitment to engage with AI systems. 

H4: Trust in AI mediates the relationship between Perceived Usefulness (PU) and Human-AI 

interaction in healthcare settings. 

H5: Trust in AI mediates the relationship between Perceived Ease of Use (PEOU) and Human-AI 

interaction in healthcare settings. 

Cognitive Load refers to the mental effort required to process information and make decisions, which 

can vary significantly depending on the complexity and design of the AI interface (Shamszare & 

Choudhury, 2023). Low cognitive load allows professionals to engage actively with AI systems without 

feeling overwhelmed (Lee & Chew, 2023). The mental resources required are minimal, so if 

professionals already trust the AI, they are more likely to rely on it confidently, actively participating 

in AI processes. High Cognitive Load, on the other hand, imposes a significant mental strain on 

healthcare professionals, requiring them to allocate more cognitive resources to interpret and oversee 

AI-driven insights (Lee & Chew, 2023). Even if the healthcare professionals trust the AI system, the 
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increased mental effort needed to interact with it may cause them to rely less on the AI, as the 

interaction becomes too demanding (Choudhury & Asan, 2022; Ramaswamy et al., 2024). 

H6: Cognitive Load moderates the relationship between Trust in AI and Human AI interaction in 

healthcare settings.  

Figure 1 depicts the conceptual framework developed for this based on the hypothesis development.  

 
 Figure 1: Conceptual Framework 

 

3. METHODOLOGY 

The study will target healthcare professionals, including doctors, nurses, and medical technicians who 

engage with AI-based decision-making tools in healthcare institutions in Malaysia. A sample of 300 

respondents will be selected through purposive sampling to ensure the respondents have relevant 

experience with AI in clinical contexts, better representing the study’s focus. Respondents will complete 

a structured survey using a Likert scale to assess Perceived Usefulness (PU), Perceived Ease of Use 

(PEOU), Trust in AI, Cognitive Load, and Human-AI Interaction. Each variable will be measured with 

items adapted from validated sources, as shown in Table 2. 

Table 2: Measurements for Variables  

Variables  No of items  Sources  

Perceived Usefulness (PU) 5 Choudhury & Asan (2022) 

 

Perceived Ease of Use (PEOU) 5 Choudhury & Asan (2022) 

 

Trust in AI  5 Asan et al. (2020) 

 

Cognitive Load 7 Nazar et al. (2021) 

 

Human-AI Interaction   5 Nazar et al. (2021) 

 

The data analysis will be conducted through Partial Least Squares SEM (PLS-SEM) using Smart PLS 4. 

Following a two-step process (Anderson & Gerbing, 1988), the measurement model will first assess the 
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reliability and validity of instruments, based on Hair et al. (2022). The structural model will then test 

the formulated hypotheses. 

5. EXPECTED OUTCOMES 

Firstly, it is anticipated that Perceived Usefulness (PU) will positively affect Trust in AI (H1), suggesting 

healthcare professionals who see AI as beneficial for their clinical tasks are likely to trust it more. AI 

that demonstrates clear benefits, such as enhancing accuracy, efficiency, and decision support, fosters 

increased trust, which is essential for healthcare professionals to feel comfortable relying on the 

technology. This outcome implies that AI systems must be designed to provide demonstrable value to 

earn clinicians’ trust and drive adoption, especially in high-stakes healthcare environments. 

Furthermore, Perceived Ease of Use (PEOU) is expected to positively affect Trust in AI (H2). Healthcare 

professionals are more likely to trust AI systems perceived as user-friendly and intuitive. Simplified 

designs and streamlined interfaces reduce the cognitive burden on users, making interactions smoother 

and less error-prone, which bolsters trust. This outcome suggests that AI developers should prioritise 

ease of use in AI system design to facilitate trust, leading to greater acceptance and more effective 

integration of AI in clinical workflows. 

As for Trust in AI affecting Human-AI Interaction in healthcare AI systems (H3), the study expects that 

higher levels of trust in AI will encourage active collaboration between healthcare professionals and AI 

systems. When clinicians have confidence in AI’s reliability, they are more likely to engage with and 

incorporate AI-driven insights into their decision-making processes. This outcome underlines the 

importance of establishing trust as a foundation for effective, enabling healthcare professionals to 

leverage AI insights in patient care confidently. 

Additionally, trust is predicted to play a mediating role in translating the effects of PU and PEOU on 

AI engagement. Trust in AI is anticipated to mediate the relationship between PU and Human-AI 

interaction (H4), meaning that perceived usefulness leads to increased Human-AI interaction through 

the pathway of trust. Similarly, Trust is expected to mediate the relationship between PEOU and 

Human-AI interaction (H5), wherein ease of use fosters trust, which, in turn, enhances Human-AI 

involvement. These outcomes emphasise that, while perceived usefulness and ease of use 

independently affect healthcare professionals’ willingness to work with AI, trust is the central element 

that ultimately drives engagement in AI processes. This reinforces the need for healthcare AI systems 

to demonstrate both utility and ease of use to cultivate trust, ultimately enhancing collaboration. 

Finally, the study proposes that Cognitive Load will moderate the relationship between Trust in AI and 

Human-AI interaction (H6). Higher cognitive load is expected to weaken the positive effect of trust on 

Human-AI interaction, as excessive mental demands could limit healthcare professionals’ ability to 

engage meaningfully with AI systems. This outcome implies that even if AI systems are trusted, an 

overly complex or cognitively taxing interface may hinder Human-AI interaction effectiveness. 

Therefore, minimising cognitive load in AI systems is essential to ensuring that trust can fully enable 

collaborative and impactful human-AI interactions. 

5. LIMITATIONS & RECOMMEDNATIONS 

This study has two main limitations that point to future research directions. First, the cross-sectional 

design limits insight into how trust and Human-AI interaction evolve over time; a longitudinal study 

could capture changes in engagement as professionals become more familiar with AI. Additionally, 

this study does not account for role-specific differences. Future research could explore unique needs 



Malaysia Journal of Invention and Innovation (MJII) Volume 4, Issue 1 

110 

across roles, such as doctors, nurses, or technicians, to design AI tools more effectively tailored to each 

group. 

6. CONCLUSION 

In summary, this study highlights trust, perceived usefulness, perceived ease of use, and cognitive load 

as key factors influencing human-AI interaction in healthcare. Trust acts as a mediator, driving 

healthcare professionals' engagement with AI systems, while perceived usefulness and ease of use 

positively contribute to trust. However, the moderating role of cognitive load introduces a critical 

dimension; high cognitive demands may hinder effective AI utilisation, even when trust is present. 

Expected findings will underscore the importance of designing AI systems that are intuitive, beneficial, 

and low in cognitive demand to optimise healthcare outcomes and clinician support. This research 

offers actionable insights for AI developers and healthcare stakeholders, enhancing understanding of 

the dynamics in human-AI collaboration within healthcare settings.  
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